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Abstract: Storage, data management services, processing power, apps, and a plethora of other network and 

computer resources are all at your fingertips with cloud computing. These materials are readily available for 

users to use whenever they need them. Improving cloud security via the deployment of a machine learning-based 

intrusion detection model is the main objective of the project. To successfully identify and avoid cyber-attacks, 

the main objective is to track and examine cloud-based resources, services, and networks. With a focus on the 

Random Forest (RF) method, the suggested intrusion detection model makes use of machine learning 

approaches. Combining several decision trees into one strong ensemble learning approach, Random Forest 

improves prediction accuracy. An important part of creating a model is feature engineering. It entails picking 

out the best characteristics from the dataset and making them the input for the machine learning model. The 

capacity of the model to recognize patterns and reliably detect possible threats is enhanced by well-engineered 

features. Continuous monitoring of cloud resources, services, and networks is the goal of implementing the 

concept to improve cloud security. The program improves the cloud infrastructure's security by spotting 

suspicious trends linked to cyberattacks using machine learning methods. Two datasets, Bot-IoT and NSL-KDD, 

are used to assess and verify the model's performance. When it comes to intrusion detection, these datasets are 

often used as standards. When compared to other recent efforts in the same field, the model's high intrusion 

detection accuracy shows that it is useful and reliable in spotting possible security risks.The project's Voting 

Classifier, which combines RF and ADaBoost, and the Stacking Classifier, which combines RF and MLP with 

LightGBM, achieved 99% and 100% accuracy for Kdd-Cup and Bot-IoT data, respectively, in terms of 

improved cloud detection results.  

Anomaly detection, features engineering, random forest, and cloud security are index words.  

 

I. INTRODUCTION 

With cloud computing, users have greater flexibility in choosing their service model and practical, on-

demand access to pooled storage, networks, and resources [1]. These models are used in one of the deployment 

methods for private, public, or hybrid clouds, and they are platform as a service (PaaS), software as a service 

(SaaS), or infrastructure as a service (IaaS) [2]. According to the National Institute of Standards and 

Technology, the following features of the cloud enable it to deliver high-performance services: network access, 

resource pooling, quickelasticity, and measurable service.  

Many security issues, including those pertaining to availability, data confidentiality, integrity, and 

control authorization, have recently plagued the cloud. Another big source of vulnerabilities that might infect 

cloud systems and resources is the Internet, which is utilized to access cloud services [2]. Providers of cloud 

services therefore have the formidable task of bolstering cloud security[5]. In order to make cloud systems more 

secure and resistant to different types of assaults, several methods have been created, including firewall 

technologies, data encryption techniques, authentication protocols, and others [6]. When it comes to protecting 

cloud services from various constraints, however, conventional methods fall short[7]. Thus, in order to identify 

and stop malicious actions in real-time, a suite of intrusion detection methods is suggested and implemented[8, 

9].  

In general, there are two types of detection methods: those that employ known attacks to identify 

incursion and those that utilize unknown assaults to identify anomalies. By merging their best features, these 
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two approaches form the hybrid technique [10]. Recent intrusion detection systems (IDSs) have a number of 

major drawbacks[8] that make them less effective than their predecessors, even though there are more solutions 

available for safe cloud environments. These include issues with data quality, real-time detection, and massive 

amounts of analyzed data.  

Machine learning (ML), deep learning (DL), and ensemble learning are current intelligent learning 

approaches that academics have shown to be effective in a number of domains[12,13] and capable of 

implementing network security[14–18]. Our primary objective in this study is to provide a method for anomaly 

detection that makes use of the random forest (RF) binary classifier. To do this, we conduct feature engineering 

using a data visualization process with the goal of reducing the amount of features that are included in the 

model. The NSL-KDD and BoT-IoT datasets are used to evaluate the model's performance. Afterwards, the 

results show how well the model worked.  

 

II. LITERATURE SURVEY 

The incredible promise of cloud computing lies in its ability to make available, via the Internet, 

powerful, elastic, easily managed, and inexpensive resources whenever needed. Cloud computing maximizes the 

potential of hardware resources via their shared and efficient use. Organizations and individual users are being 

encouraged to move their apps and services to the cloud by the benefits listed above [1]. People are moving 

even the most important parts of society to the cloud, including power plants and other crucial infrastructure. 

Nevertheless, there are extra security risks associated with services offered by third-party cloud providers. In a 

shared environment with many users colocated, security issues are heightened when user assets (data, apps, etc.) 

are moved outside of administrative control. The inherent vulnerabilities of cloud computing are detailed in this 

overview. Additionally, the study summarizes the most up-to-date approaches to security problems as discussed 

in the literature. In addition, we provide a high-level overview of the security holes in mobile cloud computing 

[18,30]. Discussion of outstanding questions and potential avenues for further study is included at the 

conclusion as well.  

By using a vast quantity of virtual storage, cloud computing enables the provision of on-demand 

services over the Internet. The primary benefit of cloud computing is the reduced service cost and the 

elimination of the need for the customer to set up costly computer equipment. Researchers have been 

encouraged to explore new related technologies by the increasing integration of cloud computing with many 

industries and other fields in recent years [2]. Organizations and individuals alike move their data, applications, 

and services to the cloud because of the ease and scalability of its services and processing needs. Despite its 

benefits, moving computers from on-premises to off-premises has introduced several security risks and 

difficulties for both customers and service providers. Trusted third parties provide many cloud services, which 

opens the door to new security risks. There are new security concerns that have arisen since the cloud provider 

offers its services over the Internet and makes use of several web technologies [1,23,5,7,19]. The article covered 

the fundamentals of cloud computing, including its characteristics, security concerns, risks, and potential 

remedies. Cloud security principles, risks, and attacks are also covered in the paper, along with cloud 

technologies, a model for services and deployment, and a framework for cloud architecture. Additionally, the 

study delves into several unanswered questions about cloud security research.  

The issue of network security has become crucial. A large number of organizations have begun using 

intrusion detection systems to keep their networks safe. Ensemble learning is one of many machine learning 

approaches that have been used to enhance intrusion detection system performance, and it is often regarded as a 

successful method [6]. There is little doubt that high-quality training data is a key component in improving 

detection performance. With the knowledge that the best univariate classifiers are marginal density ratios. Here, 

we provide a powerful intrusion detection system that uses a support vector machine (SVM) ensemble enhanced 

with features. In particular, the initial features were modified using the logarithm of marginal density ratios in 

order to acquire fresh, higher-quality training data. The intrusion detection model was then built using a support 

vector machine ensemble. When compared to other approaches in the market, our suggested approach 

outperforms them in terms of accuracy, detection rate, false alarm rate, and training time, according to the 

experimental data. (6, 24)  

The concept of "the cloud" refers to a system that allows users to access robust services and applications 

over the Internet. It is critical to provide trustworthy services in a cloud computing setting. Because it is 

susceptible to network intrusions that impact the availability, confidentiality, and integrity of Cloud resources 

and offered services, providing security requires more than just user authentication with passwords or digital 

certificates and confidentiality in data transmission [1,23,5,7,19]. Using a conventional firewall alone is 

insufficient to identify denial-of-service attacks and other network-level malicious activity in the cloud. We 

provide a cooperative and hybrid network intrusion detection system (CH-NIDS) to monitor network traffic in 

the cloud and identify network intrusions, all while keeping service quality and performance high [7]. Our NIDS 

architecture employs Snort, a signature-based detection system, to identify known threats, and a Back-
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Propagation Neural Network (BPN), a network anomaly detector. To ensure that BPN only detects unknown 

threats, snort is applied before the BPN classifier. The result is a shorter detection time. We suggest optimizing 

BPN's parameters using an optimization algorithm to fix its slow convergence and avoid falling into local 

optimums. This will guarantee a high detection rate, accuracy, and low false positive and negative rates while 

keeping the computational cost low. Additionally, the IDSs in this architecture work together to counter DoS 

and DDoS assaults by exchanging alarms recorded in a central log [32,47]. This makes it easy for other IDSs to 

pick up on unknown assaults that one IDS picked up on. Overall, this improves the Cloud environment's 

detection rate and lowers the computational cost of detecting intrusions at other IDS.  

Accurately identifying intrusions is growing more challenging as cyber-attacks become more 

sophisticated. If the attacks are not prevented, the credibility of security services, including data availability, 

integrity, and confidentiality, might be compromised. Both Signature-based Intrusion Detection Systems (SIDS) 

and Anomaly-based Intrusion Detection Systems (AIDS) are two of the many intrusion detection systems that 

have been suggested in the literature to address computer security risks. An introduction of the datasets often 

utilized for assessment reasons, a taxonomy of modern IDS, and a thorough analysis of important recent 

publications are all provided in this survey study [8]. In order to make computer systems more safe, it also 

analyzes future research challenges to fight evasion strategies employed by attackers and outlines these 

solutions.  

 

III. METHODOLOGY 

i) Proposed Work: 

Strategic feature engineering and the well-known Random Forest technique for machine learning are 

both used. In order to greatly improve security in cloud settings, this combination is used to build an advanced 

intrusion detection system. An effective and trustworthy solution that fortifies cloud security measures as a 

whole is the goal of the method, which centers on precisely detecting any dangers and unusual patterns. The 

Voting Classifier that incorporates ADaBoost and Random Forest (RF) achieves a remarkable 99% accuracy on 

the Kdd-Cup dataset. In addition, the Bot-IoT dataset achieves an astounding 100% accuracy with the help of 

the Stacking Classifier, which combines Random Forest (RF), Multi-Layer Perceptron (MLP), and LightGBM 

[28,29,39]. The project's dedication to effective and reliable intrusion detection in cloud systems is shown by 

these ensemble models. With the SQLite connection and the user-friendly Flask framework, cybersecurity apps 

may test their users' experiences with ease and keep their data secure.  

ii) The system architecture starts with exploring the dataset and preparing the data. Then comes the 

train-test split and training the model, which are critical processes. In order to improve the overall performance 

of intrusion detection, the basic architecture incorporates ensemble approaches, including the Stacking Classifier 

and the Voting Classifier extensions [24]. Through rigorous model assessments, these classifiers prove their 

effectiveness, attaining remarkable accuracies of 99% and 100%, respectively. The design places an emphasis 

on practical usage via an easy-to-use interface made possible by the Flask framework and SQLite integration, 

and it prioritizes the models' adaptability to ensure successful detection across varied datasets. The project is 

positioned as an advanced and flexible solution for cloud-based intrusion detection employing machine learning 

methods, thanks to its unified system architecture.  
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iii) Dataset collection: 

KDD CUP DATASET  

Research on intrusion detection systems makes extensive use of the Knowledge Discovery and Data 

Mining Cup (KDD-CUP) dataset [35,26]. To train and evaluate machine learning models to identify intrusions 

and cyber-attacks, the KDD-CUP dataset is used as a foundational dataset in a cloud-based intrusion detection 

strategy. It paves the way for the creation of algorithms that can safeguard cloud-based systems by analyzing 

network traffic and identifying suspicious or harmful trends. 

  

 
BOT IOT DATASET  

Internet of Things (IoT) security is the primary emphasis of the BOT-IoT dataset. For training and 

assessing models designed to identify intrusions in IoT devices and networks, the BOT-IoT dataset [46] is very 

useful within the context of a cloud-based intrusion detection method that uses machine learning. For cloud-

based intrusion detection as a whole, it is crucial to comprehend and counteract IoT-based threats because of 

how often cloud platforms connect with IoT devices. 

 

 
 

iv) Data Processing: 

Processing data entails making sense of raw data for companies. Collecting, organizing, cleaning, 

validating, analyzing, and transforming data into understandable representations like graphs or papers are all 

part of data processing. There are three main ways that data may be processed: mechanically, electronically, or 

by hand. Improving the usefulness of data and making decisions easier are the goals. Companies may then use 

this information to make better strategic choices and enhance their operations. Software development and other 

forms of automated data processing are crucial here. Quality management and decision-making may benefit 

from its ability to transform massive data sets, particularly big data, into actionable insights.  

v) Feature selection refers to the process of identifying which characteristics are most relevant, consistent, and 

free of duplication before building a model. With the proliferation of datasets comes the need to systematically 

reduce their sizes. The primary objective of feature selection is to decrease the computational cost of modeling 

while simultaneously improving the performance of a predictive model.  

An essential part of feature engineering is feature selection, which entails picking out the most relevant 

characteristics to feed into ML algorithms. By removing superfluous or unimportant characteristics and keeping 

just the most important ones, feature selection strategies help to decrease the amount of input variables used by 

machine learning models. Rather than relying on the machine learning model to prioritize features, it is 

recommended to undertake feature selection beforehand.  

the sixth section, algorithms:  

In order to train a model, Random Forest builds an ensemble of decision trees and then uses the mean 

of their classifications to produce an output class. Its excellent accuracy, capacity to manage overfitting, and 

handling of a huge number of features make it a useful intrusion detection tool.  
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Decision Tree (DT) As a supervised learning model, Decision Trees evaluate dataset characteristics by asking a 

set of predefined questions. In order to help with intrusion detection, it uses decision rules to divide the data into 

subsets according to the feature values and creates a tree-like structure [28]. 

 

 
Support Vector Machine (SVM) 

 
 

Naive Bayes The Naive Bayes method uses Bayes' theorem as its foundation for probabilistic categorization. It 

takes for granted that characteristics are unrelated to one another, which isn't always the case. The simplicity and 

speed of Naive Bayes make it a popular choice for intrusion detection, especially when dealing with text-based 

data [28]. 
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Deep Learning (DL) Neural networks with many layers are used in deep learning. For intrusion detection tasks 

involving potentially complicated characteristics, DL models such as multi-layer perceptrons (MLPs), 

convolutional neural networks (CNNs), and recurrent neural networks (RNNs) are invaluable. 

 

 
 

Long Short-Term Memory (LSTM) LSTM is an RNN subset that excels at modeling sequences and data that 

changes over time. When dealing with events or network activity in sequences, LSTM is useful for intrusion 

detection because it enables the model to efficiently capture long-term relationships [33]. 

 

 
 

Stacking Classifier (RF + MLP with Light GBM) 

Stacking Classifier is an add-on that merges Light Gradient Boosting Machine (LightGBM) with Random 

Forest (RF), Multi-Layer Perceptron (MLP), and other powerful prediction methods. While MLP with 

LightGBM brings varied learning strategies, RF, an ensemble of decision trees, is great at capturing complicated 

patterns. Stacking Classifiers are great for improving intrusion detection effectiveness in cloud systems with 

varied cyber threats because they intelligently combine their outputs, exploiting the characteristics of each base 

classifier. 



A cloud based method for finding intrusions using machine learning 

www.irjes.com                                                                                                                                           144 | Page 

 

 
 

Voting Classifier (RF + AdaBoost) 

The Voting Classifier add-on builds a strong intrusion detection model by combining the features of 

AdaBoost and Random Forest (RF). While AdaBoost learns from mistakes and adjusts weights to emphasize 

accurate classification, RF is great at capturing complex patterns using decision trees. By combining their 

respective capabilities, the two classifiers form a powerful ensemble model that can reliably and accurately 

detect possible intrusions in cloud-based systems. As a whole, the project's intrusion detection strategy benefits 

from this ensemble's adaptability, which makes it ideal for dealing with different kinds of cyber threats. 

 

 
 

IV. EXPERIMENTAL RESULTS 

Precision: The accuracy rate, or precision, is the percentage of true positives relative to the total number of 

occurrences or samples. Consequently, the following is the formula for determining the accuracy:  

Preciseness is TP divided by (TP plus FP), which is the sum of true positives and false positives.  
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Recall:  

 

 
Accuracy:  

 
F1 Score: 
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Fig 12 Signin page 

 
Fig 13 Login page 
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V. CONCLUSION 

Using Random Forest (RF) and feature engineering, the cloud-based intrusion detection model 

achieves outstanding recall, accuracy, and precision. Compared to previous studies, it finds more instances of 

suspicious behavior in the cloud. This proves that the suggested method is both efficient and trustworthy. A key 

component that contributes to the model's effectiveness is Random Forest (RF) [26,29]. RF offers resilience in 

aberrant activity identification and is useful in managing outlier data. Improving the intrusion detection model's 

overall performance, it is an efficient option due to its simple parameter construction and automated production 

of variable significance and accuracy metrics. Voting Classifier and Stacking Classifier are two examples of the 

ensemble methods used to improve accuracy in this research. Highlighting practical usability in cybersecurity 

applications, the testing experience is improved by integrating a user-friendly Flask interface with secure 
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authentication.  

8. IN THE LONG TERM  

By combining deep learning (DL) with ensemble learning methods, future research hopes to improve 

the recall rate, particularly on the NSL-KDD dataset [27]. An improvement in the system's intrusion detection 

capabilities may be possible with the help of deep learning models, which can grasp intricate patterns. To 

improve the intrusion detection system's overall performance, ensemble approaches integrate many models to 

raise prediction accuracy. The goal of behavioral analysis in future systems will be to comprehend how users 

and the system interact with one another. Accurate anomaly detection relies on this method, which helps find 

suspicious patterns and possible security risks. By establishing a standard for typical actions, behavioral analysis 

makes it simpler to spot changes that could indicate security lapses. With the increasing complexity and amount 

of cloud data, the study will aim to build intrusion detection systems that can effectively scale. Making sure the 

system can manage the growing data load and adapt to changing cloud infrastructures while keeping costs down 

will be our top concern, so we can optimize resources for optimal performance and cost-effectiveness. By 

combining many models using ensemble learning approaches, we may increase the predictive power of each 

individual model. The intrusion detection system may improve its overall performance by using ensemble 

learning. This ensures that it identifies cloud security risks more accurately and reliably.  
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