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Abstract:  Because the chance of stroke is rising as the population ages, we need better ways to predict it. 

Stroke is a world threat that has serious health and economic effects. This method uses machine learning 

techniques to make more accurate predictions about the risk of having a stroke. A big threat to world health is 

stroke, which is why we need improved prediction tools to help us help people early on. This study shows a new 

way to use machine learning (ML) to automatically predict strokes. The study compares it to six well-known 

models to see how well it does in a number of areas, such as generalization and accuracy. Using SHAP and 

LIME methods for clear decision-making insights, the study also stresses how important it is for medical models 

to be easy to understand. The suggested approach brings together both global and local explainable methods, 

which helps make complex machine learning models more consistent. Among the algorithms that were tried, 

Random Forest regularly does better than the others, giving very accurate results. To make predictions even 

more accurate, CATBOOST & Stacking Classifier is added. This uses a group of various classifiers with a vote 

system. This study is a big step toward better stroke care and treatment. It provides a complete and reliable way 

to identify and treat strokes early on, which will eventually lessen the severe health and cost effects of this 

common medical disease. 

Index terms - Stroke prediction, data leakage, explainable machine learning. 

 

I. INTRODUCTION 

Rising stroke rates are a major cause of mortality and damage worldwide. Stroke survivors need early 

treatment to avert long-term damage and death. These technologies allow clinicians to quickly identify high-risk 

individuals and treat them, reducing stroke complications and improving patient outcomes. Healthcare machine 

learning models must be more simple and understandable. Using machine learning models can help doctors 

determine a patient's risk of stroke and how to treat it. Traditional stroke risk assessment is time-consuming and 

inaccurate. Recent advances in machine learning show promise in predicting stroke risk based on clinical risk. 

This technology enables doctors to quickly identify and treat high-risk individuals, reducing stroke 

complications and improving patient outcomes. Medical machine learning models should be simpler and easier 

to understand. Machine learning models can help doctors determine what causes stroke patients and how to treat 

them. The World Stroke Organization reported that 13 million people suffered strokes and 5.5 million died [1]. 

Stroke is the leading cause of death and disability worldwide [1, 2]. It affects family, friends and work. Stroke is 

thought to generally affect the elderly or the sick. It can affect anyone, regardless of age, gender or health status 

[1, 2]. When blood flow is suddenly and severely interrupted, brain cells lose oxygen. This is called paralysis. 

There are two types: cerebral and hemorrhagic. Moderate to severe paralysis can permanently or temporarily 

disable you. Hemorrhagic stroke occurs when a blood vessel in the brain bursts, but very few people suffer from 

this condition. Most strokes occur when arteries become blocked or narrowed, reducing blood flow to the brain. 

People over 55, those who have had a stroke or TIA, those with an irregular heartbeat, those who smoke, those 

with high cholesterol, those with diabetes, those who are overweight, those who are sedentary, those taking 
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estrogen, those with blood clotting problems, those who use drugs or amphetamines, or those with heart disease. 

attack. disease (such as an infarction or heart attack) will most likely cause a stroke. [5], [6], [7]. Strokes can 

happen quickly and with unusual symptoms. Symptoms of stroke include weakness on one side, stiffness in the 

face, arm, or leg, difficulty speaking or walking, dizziness, blurred vision, headache, vomiting, mouth open, and 

pain being severe, unconsciousness, and forgetfulness. These feelings can come on suddenly or gradually and 

can sometimes arouse you [8,9,10]. 

 

II. LITERATURE SURVEY 

Different people have different stroke symptoms. The cause of stroke affects risk and treatment. Stroke 

risk can be changed. Age, gender, and race/ethnicity are independent risk factors for ischemic and hemorrhagic 

stroke. However, high blood pressure, smoking, diet and lack of exercise are among the most common risk 

factors (7). New risk factors for stroke include inflammation, infection, infection, and atrial abnormalities other 

than atrial fibrillation. Rare diseases caused by a single gene often begin with a stroke. New research shows that 

there are many different genetic factors that increase the risk of stroke. Because they can change other risk 

factors and stroke processes, such as atrial fibrillation. Genetic influences, and especially environmental 

influences, may be more variable than expected. Modifiable risk factors for stroke prevention. Quitting smoking 

and controlling your diet can reduce your risk of stroke and other heart diseases. Addressing medical conditions 

that increase the risk of stroke, such as high blood pressure and diabetes, is another way to prevent stroke. 

Recent genetic and stroke studies [6,7,8] have identified risk factors and prevention methods for stroke. 

However, manually abstracting graphs to find event hits is time-consuming. [12] The current focus of stroke 

phenotyping using electronic health records is on non-emergency conditions that require timely intervention. 

This study uses natural language processing and machine learning for phenotypic stroke using clinical strategies 

derived from diagnostic codes, clinical codes, and clinical data. A carefully selected epidemiological sample of 

4914 atrial fibrillation (AF) stroke patients was used for training and testing. Different techniques and machine 

learning techniques are compared. We used concept- and code-based criteria to classify each stroke as ischemic, 

transient ischemic attack, or hemorrhagic stroke. A categorical sample (n=150) of the group from Olmsted 

County, Minnesota (N=74,314) was used to test additional methods. And draw the change of the one-sided 

symmetry set. An experiment was conducted to test whether machine learning could diagnose stroke [13]. Based 

on the patient's stroke images, we created an anatomically realistic head model with four layers of finite element 

technology. This model provides EIT data in the range of 5 to 100 Hz with or without bleeding and clot damage. 

The new design creates a guide for each head at each frequency. Lesions were identified by mathematical 

analysis to examine symmetry changes in the sagittal plane and the frequency of reconstructed images. Data 

from 34 real people and fake data were used. The software classifies measurements as normal, bleeding, or 

clotting. MFSD-EIT with SVM classification can distinguish blood and thrombi in human data with 85% 

accuracy. It can distinguish between blood flow and stroke with 77% accuracy in human data [17,21]. 

Classification of measurements in MFSD-EIT images is a new method for finding and naming changes in 

stationary media. In stroke cases, MFSD-EIT's machine learning method can treat pain. The results show that 

the strategy works in real situations. This makes the diagnosis and treatment of stroke difficult. Physicians need 

to continue to acquire new resources, such as clinical trials, imaging, and research, to use in their daily work. 

Using artificial intelligence (AI) to assist clinicians in decision making can reduce human error in clinical 

practice and make important data more readily available to help identify stroke patients, predict response to 

treatment, and improve patient outcomes [11,14,18,23, 29] a. This support system may work well in stroke 

centers or regional centers with fewer patients. Patients and their families will have more informed 

conversations. Artificial intelligence can interpret and understand stroke images and provide a report that makes 

any doctor look like an expert. However, any AI decision-making program must allow doctors to detect errors 

(such as using automated video). According to this study, art has become important in stroke treatment. It then 

examines the pros and cons of using AI to help stroke patients make treatment choices. This study aims to 

describe and introduce a stroke prediction machine learning model [15]. We searched PubMed and Web of 

Science from 1990 to March 2019 [31,32] using stroke databases, machine learning, and predictive models. We 

are only looking at medical records, not images or text. At the time of submission for review, 13 studies 

examined distribution using the area under the ROC curve, while 3 studies examined the index. External 

validation was performed twice. No one has provided enough information about the final model to replicate it. 

Machine learning is increasingly being used to predict stroke outcomes. Only a few have followed basic 

standards for the publication of diagnostic tools, and there are no standards for public use or measurement. For 

machine learning to be truly evaluated, learning design and reporting need to be improved. 
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III. METHODOLOGY 

i) Proposed Work: 

A new method is used to test stroke prediction models and see how they compare to six categories in 

the suggested system. By using SHAP, the group learns more about how decisions are made. The precision is 

better when the dataset is preprocessed and balanced with SMOTE [24]. In a unique way, the project creates and 

tests different machine learning methods for predicting strokes early on. The other technique used in the study 

was ensemble methods, which use the results of multiple separate models to make the general forecast more 

accurate. These methods include Categorical Boosting and Stacking Classifier. In particular, the Stacking 

Classifier did amazingly well, getting an impressive 99% accuracy. As a real-world example of this new 

technology, a front end built on the Flask framework is created to make user testing easier. Adding user 

identification also makes sure that only authorized users can access the system, creating a safe and easy-to-use 

platform for using the automatic stroke prediction methods. [26,27]. 

 

ii) System Architecture: 

Machine learning is being utilized increasingly in medical detection, such grouping skin cancer, since it 

can handle large volumes of medical data, like skin tumor photos. Using machine learning models to recognize 

strokes is largely done to increase diagnosis accuracy and patient grouping speed. Several machine learning 

techniques are used to predict strokes automatically. This system is evaluated for accuracy, memory, and F1 

score to discover the best model. This research automatically organizes stroke predictions by guessing "Yes" or 

"No". Figure 1 shows the five model-making steps: Get electronic health records first. Two and three pre-

process the dataset by rescaling and standardizing. Step four extracts features, and step five builds a 

classification algorithm using feature vectors. Step six shows how the model generates judgments using SHAP 

and LIME [28,29]. This new technique aims to help clinicians make better treatment choices and stroke 

predictions. 

 

 
Fig 1 Proposed architecture 

 

iii) Dataset collection: 

The "Stroke Dataset" includes gender, age, high blood pressure, heart disease, marital status, 

employment, kind of house, average glucose level, BMI, smoking status, and strokes [21]. A unique "id" 

distinguishes each post. The collection provides stroke-related information with binary indications for 

hypertension, heart disease, marriage, and housing status.  Data has been imported and examined. This involves 

examining the data structure, checking for missing values, and learning about feature distribution and attributes. 
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Fig 2 Stroke dataset 

 

iv) Data Processing: 

Data management converts unstructured data into business information. Data scientists acquire, 

organize, clean, examine, analyze, and present data in graphs or papers. Data may be handled manually, 

mechanically, or electronically. The purpose is to improve knowledge and decision-making. This improves 

company operations and speeds up strategic choices. Computer programs and other automated data handling 

technologies enable this. It helps make large data and other data relevant for decision-making and quality 

control. 

 

v) Feature selection: 

Feature selection involves choosing the most dependable, useful, and non-redundant qualities for a 

model. As record numbers and kinds rise, deliberate shrinkage is necessary. Feature selection aims to improve 

prediction models and reduce computation power.  

Feature selection, which selects the most significant characteristics for machine learning algorithms, is 

crucial to feature engineering. Feature selection strategies remove superfluous features and maintain the relevant 

ones for the machine learning model. Reduces input factors. Instead of letting the machine learning model 

choose the best features, feature selection beforehand is preferable in various respects.  

 

vi) Algorithms: 

XGBoost is a sophisticated machine learning method that belongs to the group of gradient boosting systems. It 

is very good at both regression and classification tasks. It does this by using an ensemble method to build 

decision trees in a way that fixes mistakes as it goes. Its "extreme" skills come from the way it works, how well 

it can scale, and how well it can regularize data. XGBoost is used in the project because it is very good at 

making predictions and can handle complicated links between clinical risk factors for strokes very well. Its 

ensemble method makes sure that the results are correct, which is in line with the project's goal of creating an 

exact tool for finding and helping high-risk stroke patients early on [21]. 

Naive Bayes is a probabilistic machine learning method that is based on Bayes' theorem and assumes that traits 

are not related to each other. Naive Bayes is picked because it is easy to use and good at dealing with large 

amounts of data that might be linked. Naive Bayes is a fast way to predict the risk of a stroke based on many 

different clinical factors. It fits with the project's goal of making accurate risk predictions. It's a good choice for 

healthcare apps because it's easy to set up and understand. 

KNN is a flexible machine learning method that uses closeness rules to do both classification and regression. In 

stroke prediction, where the links between clinical risk factors are complicated, KNN's simplicity lets us find 

patterns by looking at how close two data points are to each other. The project's goal is to correctly predict 

stroke risk, and this model can handle non-linear relationships and change based on different data patterns. KNN 

works well in situations with complex or non-linear data structures [19] because it helps when decision 

boundaries are not clear. 

SVM is a strong method for both classification and regression, and it works especially well in places with a lot 

of dimensions. SVM was picked for the project because it is good at dealing with complicated links between 

clinical risk factors for stroke. By finding the best hyperplanes, SVM improves the accuracy of predicting the 

risk of stroke. It works especially well when the data has complex patterns. It can handle multidimensional and 

nonlinear data, which fits with the project's goal of making a good prediction model. 

Logistic Regression is a statistical method for binary classification that uses the logistic function to predict the 

chance that a case belongs to a certain class. Logistic Regression is used for binary classification in stroke 

prediction because it is easy to use and works well. The project's goal is to create a reliable and understandable 

model that can categorize stroke risk based on different clinical traits. This method's simple approach fits with 

that goal. 
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Random Forest is an ensemble learning method that uses various decision trees to make guesses about things 

that need to be classified or predicted. Random Forest improves accuracy by mixing estimates from several 

trees. It was chosen because it can handle complex links in clinical risk factors. The goal of the project is to 

create a very accurate and usable model for predicting stroke risk, and this tool works well at handling large 

amounts of data and avoiding overfitting. 

A Stacking Classifier is an ensemble method that uses a meta-classifier to combine several classifiers to 

improve the accuracy of predictions. Used to take advantage of the different strengths of algorithms. By joining 

the results of these models, the Stacking Classifier tries to make a strong and accurate stroke risk prediction 

model that fixes the flaws in each method for a full picture of a patient's risk. 

CatBoost is a strong gradient boosting algorithm made for decision trees that is known for being good at 

working with category features without a lot of extra work. Because it is so good at category features, CatBoost 

speeds up modeling and reduces the amount of work that needs to be done before it can be used. Its speed and 

dependability help make accurate predictions about the risk of stroke by recording complex links between 

clinical risk factors. CatBoost improves the accuracy and generalizability of stroke prediction. 

 

IV. EXPERIMENTAL RESULTS 

Accuracy: In classification, accuracy is the proportion of correct predictions. It represents a model's typical 

prediction accuracy.. 

 
 

 
Fig 3 Accuracy Bar graph 

 

 
Fig 4 Performance Evaluation 
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Fig 5 Accuracy pie chart 

 

 
Fig 6 Signin page 

 
Fig 7 Validation Form 

 
Fig 8 Login page 
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Fig 9 Home page 

 

 
Fig 10 About page 

 

 
Fig 11 Contact-us page 
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Fig 12,13 Prediction Result 

 

V. CONCLUSION 

Through the project, big steps have been taken to improve the accuracy of stroke predictions by using 

cutting-edge machine learning methods to find people who are at high risk early on. The project fixed problems 

with class mismatch in the dataset, making sure that there is a more accurate and fair mix of stroke and non-

stroke cases for better model performance. With 99% accuracy, the extension algorithm Stacking Classifier did 

the best job of predicting strokes. It was successfully built into an easy-to-use front end and processed feature 

values correctly, showing both strong performance and real-world usability in healthcare application. The 

project makes stroke care more consistent and effective by defining complicated models using global and local 

explainable methods. This leads to better treatment plans for a wider range of patient situations. A big step 

forward in the field of Explainable Artificial Intelligence (XAI) in the medical field [29] is the creation of 

trustworthy and clear AI systems that give clear and concise explanations. This makes sure that predictive 

models for stroke risk assessment are accountable and reliable. 

 

VI. FUTURE SCOPE 

In the future, researchers might look into a wider range of machine learning algorithms and methods to 

make stroke prediction models more accurate and useful in real life. The building of the computer tool for early 

stroke management could lead to more business. In the future, more advanced features and functions could be 

added to make a bigger difference in stroke care and treatment. There are chances to learn more about how to 

combine global and local explainable methods, especially SHAP [29]. Looking into these methods could help us 

learn more about how the machine learning models used in stroke prediction make decisions. Building a 

complete smart stroke forecast system from start to finish, with mobile apps for both Android and iOS, is one 

way that could be taken in the future. This growth could make things easier to get to and use. A good direction 

for future study is to look into social factors like age and gender in more depth. Figuring out how these factors 

affect the risk of stroke in a more complex way could lead to the creation of more accurate and individualized 

prediction tools. 
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